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Abstract—Maintaining the consistency of engineering artifacts
is a challenge faced by several engineering companies. This is
more evident when the engineering artifacts are created using
different tools and have different formats. This is the context of
a company that builds agricultural machines, where components
are developed using a decentralized iterative process. In this
study, we present an approach developed in collaboration with an
industry partner to address the issues and requirements of a real
engineering scenario. These issues include the manual execution
of consistency checking, without guidelines that formalize the
activity. Furthermore, the industry partner aims at a flexible
solution that can be applied without disrupting the current
development process significantly. The proposed approach ap-
plies consistency rules (CR) defined to automatically detect and
provide inconsistency feedback to engineers in real-time. The
approach presented in this work also allows the customization
of the CRs, giving flexibility to how the consistency checking is
applied. The feasibility of our approach is demonstrated in such
an industrial scenario, with a discussion about how the issues
were addressed and the limitations of the current solution. We
also perform a scalability evaluation showing that the approach
can be applied in large systems (up to 21,061 elements) in a
reasonable amount of time, taking less than 0.25 milliseconds to
apply a CR, in the worst cases.

Index Terms—Model-Driven Engineering, Consistency check-
ing, Trace generation, Consistency flexibility

I. INTRODUCTION

Consistency checking is widely used in companies to find
inconsistencies in engineering artifacts [1]. Benefits of con-
sistency checking include improving the quality of artifacts,
reducing the chance of requirements not being met by design
or implementation, as well as ensuring the safety of the
system [2]. To achieve these goals, consistency checking
approaches apply different strategies, commonly for checking
the consistency of UML models [3]–[8]. Due to the importance
and benefits of the consistency checking activity, research in
the field has expanded beyond models, dealing with different
artifacts [2]. These approaches allow companies to check the
consistency of artifacts created with different tools [9]–[11]
which is important since most companies rely on different
types of engineering artifacts [12].

This is the case for a company that builds agricultural
machines, a partner in this study, where software and hardware
components must be developed and maintained until the
machine development process is finished. Flanders Make, a
research center that acts in Belgium’s manufacturing indus-
try, collaborates with this company to address their issues
regarding consistency checking (Section II). These issues
include the consistency checking being performed manually,
possibly leading to errors. Also, the company relies only
on the knowledge of engineers for checking the consistency
among the artifacts. Since the engineers responsible for the
consistency checking may change, e.g., leaving the company,
this process can lead to different results. Lastly, the company
requires flexibility regarding the consistency checking process
due to its decentralized development process, where engineers
have different preferences and work from different locations.

In this work, we present an approach (Section III) designed
to solve these issues, as well as to conform to specific
technological requirements such as being executed in the tools
used by this company. Our approach supports the definition
of consistency rules (CR) that can be used to automatically
detect inconsistencies between two or more engineering arti-
facts. Relationships between artifacts from different tools are
created by generating trace links that connect two properties
of different artifact types, e.g., UML models and source code.
The CRs provided with our approach automate the way that
the consistency checking is applied, being always the same
independently of who is applying the approach. Furthermore,
the approach is flexible, allowing the modification, creation,
and deletion of CRs at runtime.

We demonstrate the approach’s feasibility in the industrial
scenario, discussing how we address the scenario’s issues
(Contribution 1) and how challenges and limitations impacted
the solution (Contribution 2). We also present an empirical
scalability evaluation demonstrating how the approach handles
the consistency checking between Java source code and UML
models (Contribution 3). This evaluation (Section IV) is per-
formed using 28 CRs that check for inconsistencies between



both artifact types in six real systems. Results show that the
approach can be applied in a variety of systems ranging in their
size from 7,613 to 21,061 elements. The application of CRs
is performed within a reasonable amount of time as each CR
is executed in less than 0.25 milliseconds, in the worst cases.
Related work is presented in Section V and conclusions in
Section VI.

II. BACKGROUND

In this study, we collaborate with Flanders Make,1 a re-
search center acting in the Belgium manufacturing industry.
Flanders Make contributes to the technological development
of vehicles, machines, and factories, providing services to
multinational companies. The problem investigated in this
study originates from one of Flanders Makes collaborations
with a company that builds agricultural machines composed of
sensors, actuators, engines, and other hardware components.
The machines also contain software components and inter-
faces describing their communication. The systems of these
machines can have between 10 and 15 components (depending
on the configuration desired). This company has several teams
with engineers responsible for multiple components in their
domains, including hydraulics, mechanics, and software. Each
team has from 10 to 50 engineers, depending on the number
of components that they are responsible for.

The communication between the system components is
performed through the Robot Operating System (ROS) pro-
tocol [13]. ROS provides a set of software libraries and
tools for building applications with an anonymous publish/sub-
scribe service that allows message exchange between different
ROS processes. ROS uses the Interface Description Language
(IDL) [14] for message definition and serialization. In this
study, Flanders Make collaborates with our institute to com-
bine their experience and provide a solution for the agriculture
company problem. The results aim at being beneficial to
the industry partner, as well as serve as a case study for
the application of research technologies from academia in
an industrial context. Flanders makes provided an industrial
scenario that illustrates the development process of agricultural
machines and their components.

A. Industrial Scenario

The incremental development process of the agricultural
machines is illustrated in Figure 1. The company follows a
decentralized process where different teams of engineers work
on various components for the same machine (Figure 1 depicts
the process from the perspective of one team). The process
presented in this study is a simplified version of their real
process. Furthermore, our collaboration with them is focused
on addressing issues that happen during the Design and
the Development steps. During the Design step, one or
more engineers from the team are responsible for modeling
the components using UML models. These models express the
structure and the communication of the software and hardware
components.

1Flanders Make website: https://www.flandersmake.be
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Fig. 1: Development process of agricultural machines.

One example of UML model is illustrated in the middle
part of Figure 2. Here, two components (Perception and
Control) are being designed. These components exchange
messages using two interfaces, represented as the interfaces
VehicleConfig and Obstacle, describing how the com-
munication of these components should be implemented. The
company uses Microsoft Visio to create UML models. The
interfaces are also defined as IDL messages (top part of
Figure 2) which are a textual representation of the UML
interfaces and are used by ROS to realize the communication
of software and hardware components. For instance, they allow
the mapping of the components designed to different object-
oriented programming languages, such as C++ and Python.

As illustrated in Figure 1, the UML models and the
IDL messages from the Design step are used and updated
by the engineers when implementing components in the
Development step. Since engineers have different prefer-
ences when implementing the components, they can rely either
on the IDL messages or on the UML models. Thus, the UML
models and the IDL messages must be consistent with each
other. In the current context of the company, however, the
consistency of these artifacts is performed manually (Issue 1).
This issue is represented by the must be consistent
connection between the IDL messages and the UML models
at the top part of Figure 2.

Considering the manual process of fixing inconsistencies,
if an engineer identifies an inconsistency, e.g., an interface
property defined in the UML model which does not exist in
the IDL definition, this inconsistency must be fixed. This leads
to a problem since the identification of the inconsistency at
this point relies completely on the engineer’s knowledge, being
an error-prone activity (Issue 2). Such inconsistencies, if not
fixed, lead to rework, as errors will emerge later, e.g., during
the integration of components of different teams. Furthermore,
as illustrated by Figure 1, the Design and Development
steps are concurrently performed. This means that changes in
the system components can happen either in the UML models,
the IDL messages, or the source code.

https://www.flandersmake.be
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Fig. 2: Engineering artifacts and their intended relationships.

Note that the source code of the software components has
no direct connection to the UML models or the IDL messages,
e.g., traceability. Hence, if the structure of a component
changes in the source code, the UML model has to be manu-
ally updated. At this moment, if an engineer decides to change
the design of a component, then the source code becomes
inconsistent and must be updated (Issues 1 and 2). These
issues are illustrated by the relation code must conform
to interface and message, between IDL messages,
UML models, and the source code. Once again, this process
is currently performed manually, being error-prone.

Moreover, there are cases where the implementation of
source code based on the UML model (and vice-versa)
may be ambiguous. This is more evident when components
modeled in UML can be implemented in different program-
ming languages, which is the case of agricultural machines.
Since each language can have its data structures and prim-
itive types, the way of checking the consistency between
the source code and the models may change. For instance,
the collection actuators defined in the UML interface
VehicleConfig is implemented as a Set in the source
code of class VehicleConfig (bottom part of Figure 2).
Another example is the collection obstacles that describes
the possible obstacles in a route of an agriculture machine.
This collection is implemented in the source code as a List
instead of a Set. In each case, the consistency checking should
be applied differently, allowing engineers to customize the
checking mechanism. Hence, engineers must have flexibility
concerning how consistency checking can be applied(Issue 3).

The three issues led us to define the goals of this study,
which are related to the requirements of the industry partner
regarding a possible solution.

B. Goals and Requirements

To address the aforementioned issues, we define the goals
of a possible solution as: i) automatically detecting incon-
sistencies based on consistency rules (Issue 1); ii) increasing
awareness about consistency between engineering artifacts (Is-
sue 2); iii) allowing the definition of customizable consistency
mechanisms between engineering artifacts (Issue 3).

Our industry partner also defined requirements that the
solution must address. Firstly, they require that consistency
checking can be performed in real-time on Microsoft Vi-
sio. The second requirement is allowing the use of GitHub
repositories to connect the IDL message definitions and the
source code implemented to the UML models from Visio.
Considering the source code, for demonstration purposes we
agree on providing support for Java, although the company
uses mostly C++ and Python. The main reason is that we
have already some results regarding how Java source code
can be checked for consistency [15], [16]. Additionally, the
current workflow of the development process must not be
disrupted significantly, i.e., the current engineering tools and
artifact types should not be replaced. Moreover, engineers
may choose to design the models and implement the source
code from different perspectives, e.g., looking first at the IDL
messages, or first creating the source code and then updating
the models. Hence, the solution must not be intrusive. Thus,
we avoid relying on code generation since it could impact
the development process workflow, which is not desired by
the industry partner. In the following section, we describe an
approach applied as the solution to address these goals and
requirements.

III. APPROACH’S REALIZATION

In this section, we describe the main definitions of our
approach and its overall workflow.

A. Approach’s Unique Representation

To check for the consistency of different types of artifacts,
we need to compare their properties and values. To achieve
this, we define a unique representation that is illustrated by the
UML class diagram presented in Figure 3. In this unique rep-
resentation, a model consists of model elements, which
contain properties. A property has one value or multiple
values (collections). Model, model elements, and properties
have types based on the metamodel of the artifacts being
represented. This relationship is illustrated at the metamodel
level, at the top part of Figure 3. Using this definition, the
interface Obstacle from Figure 2 is a model element of
the type interface with properties such as a name (of the type
String) with a value equals to “Obstacle” and the collection
called obstacles. The source code can also be represented
using this definition.

The class VehicleConfig (bottom part of Figure 2) has
properties such as the fields height and actuators of
the types Double and Set, respectively. Model elements of
different model types can be connected using trace links.
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Fig. 3: UML class diagram of the unique representation used
by our approach.

CR 1 All properties of a UML interface must be implemented
as fields in the source code.

c o n t e x t UML i n t e r f a c e inv :
s e l f . l i n k e d S o u r c e C o d e . t r a c e s −> f o r A l l ( s o u r c e C o d e C l a s s : <

SourceCodeClass> | s e l f . o w n e d P r o p e r t i e s −> f o r A l l (
u m l P r o p e r t y : <UMLProperty> | s o u r c e C o d e C l a s s . f i e l d s −>

e x i s t s ( f i e l d : <F i e l d> | f i e l d . name = u m l P r o p e r t y .
name ) ) )

Trace links are represented by the relation one-to-many that
model elements have with themselves (center of Figure 3).
Traces links are important for our approach as they allow
us to perform consistency checking considering artifacts from
different model types, i.e., originating from different tools such
as Visio and Github.

To check the consistency of the model elements, the ap-
proaches apply consistency rules (CR) which are con-
ditions that model elements must fulfill. A CR is written for a
context, which is a model element type (see Consistency Rule
in Figure 3). An example of CR is given in CR1 where the rule
checks if all properties of a UML interface are implemented
in the source code as fields. Note that the definition is based
on the language used for creating the CRs. In our case, we
use the Abstract Rule Language (ARL).2 ARL is based on
OCL [17] with minor differences, e.g., instead of having
“OCLAsType” the ARL language has “asType” expression.
Continuing on the definition of CR1, the rule iterates over
all trace links from the UML interface to the source code.
The CR uses a universal quantifier (forAll) to check if all
traces of source code conform to the CR. It checks if, for
all UML properties, there is at least one (exists quantifier)
field implemented with the same name as the given property.
When a CR is applied to a model element, a consistency
rule evaluation (CRE) is created. Hence, the asso-
ciative class ConsistencyRuleEvaluation connecting
ModelElement and ConsistencyRule in Figure 3. A
CRE evaluates to a Boolean value, true (consistent) or false
(inconsistent). Details about the approach are described in the
following section.

2Language documentation is available at https://isse.jku.at/designspace/
index.php/Abstract Rule Language
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Fig. 4: Overview of the approach’s workflow.

B. Approach’s Workflow

Our approach’s workflow, illustrated in Figure 4, is divided
into two phases, namely Preparation and Consistency
Checking.

1) Preparation: During the A.Preparation phase (Fig-
ure 4) the tools from which artifacts are created must be
accessible to the consistency checking service, also trace links
between artifacts are generated using the trace service.

Connect Tools: to support multiple types of artifacts, these
need to be accessible to the trace and consistency checking
services. This is achieved by connecting the engineering tools
(see Step A1 in Figure 4), e.g., Microsoft Visio, to the
DesignSpace server [18] where the services are running.3 We
decided to use the DesignSpace server for establishing the
connection of these artifacts as it provides an easily extensible
infrastructure. For instance, we implement and use the trace
and consistency checking services that are running in the
DesignSpace server. Figure 5 illustrates a simplified version of
the DesignSpace architecture [11], [18]. Services such as the
trace (Step A2) and consistency (Steps B1, B2, and
B3) are running on the server. Tools can be connected to
the server through the use of tool adapters, that send and
receive artifacts’ information used by the services to achieve
different goals, such as to check for consistency. To address
the requirements of the industry partner, we developed tool
adapters as plugins for connecting Visio, GitHub, and IntelliJ
to the DesignSpace server.

3Video demos demonstrating this connection are available at our online
repository [19]

https://isse.jku.at/designspace/index.php/Abstract_Rule_Language
https://isse.jku.at/designspace/index.php/Abstract_Rule_Language
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Fig. 5: The architecture of the DesignSpace server.

Tool adapters are responsible for performing the com-
munication between the tools and the DesignSpace server
(Figure 5). For instance, the Visio tool adapter reads the shapes
designed in Visio using UML elements and transforms them
using the unique representation (Figure 3). This is achieved
by the use of a specific parser that identifies the Visio shapes
corresponding to UML elements and instantiates them into
DesignSpace as model elements with properties and values
from the unique representation. Similarly, the tool adapter
for GitHub reads the textual files present in the repository
to which DesignSpace is connected. This repository is set
by the engineers in a configuration file and once connected,
DesignSpace fetches the files. If a file has an .msg extension,
which means it is an IDL file written for ROS, a parser is used
to transform this .msg using the unique representation.

The IntelliJ adapter also has a parser that transforms the
elements from the .java files into instances of the unique rep-
resentation. This adapter uses a Java-specific metamodel that
defines classes, methods, and fields, among other properties of
the Java programming language that can be analyzed during
the consistency checking by applying CRs. These steps can be
replicated in other tools, such as by parsing .java files directly
from GitHub or other IDEs to create Java-like elements within
the DesignSpace server.

Generate Trace Links: the generation of trace links (Step
A2, Figure 4) is semi-automated and it is based on two
decisions from the engineer. The first decision is related to
which model element types can have traceability. For example,
the engineer may decide that UML interfaces should be traced
to IDL message definitions. The second decision is related to
which model elements, of the model element type selected,
should be traced. Our approach aids this decision by providing
a trace service with an automatic tracing generator. This trac-
ing generator can be customized for different contexts. In this
work, we use the generator based on artifact names. Since the
agriculture company also relies on naming for comparing IDL
message definitions to UML interfaces, this strategy fits their
context. Thus, if two model elements have the corresponding
types that need to be traced, e.g., UML interface and IDL
message, and the same name, the approach automatically
creates a trace between them. We provide, however, a way
of extending the trace service to other contexts as engineers
can modify the auto-generated traces, create, or delete traces.

CR 2 All properties of a UML interface must be represented
as fields in the IDL messages.

c o n t e x t UML i n t e r f a c e inv :
s e l f . l i nkedIDLMessages . t r a c e s −> f o r A l l ( i d l M e s s a g e : <

IDLMessage> | i d l M e s s a g e . f i e l d s −>f o r A l l ( i d l F i e l d : <
IDLFie ld> | s e l f . p r o p e r t i e s −> e x i s t s ( u m l P r o p e r t y : <
UMLProperty> | i d l F i e l d . i d e n t i f i e r = u m l P r o p e r t y .
i d e n t i f i e r and i d l F i e l d . t y p e = u m l P r o p e r t y . t y p e ) ) )

CR 3 A property defined as a collection in a UML interface
must be implemented as a Set in the source code.

c o n t e x t UML i n t e r f a c e inv :
s e l f . l i n k e d S o u r c e C o d e . t r a c e s −> f o r A l l ( s o u r c e C o d e C l a s s : <

SourceCodeClass> | s e l f . o w n e d P r o p e r t i e s −> f o r A l l (
u m l P r o p e r t y : <UMLProperty> | s o u r c e C o d e C l a s s . f i e l d s −>

e x i s t s ( f i e l d : <F i e l d> | u m l P r o p e r t y . t y p e = ’
C o l l e c t i o n ’ and u m l P r o p e r t y . name = f i e l d . name i m p l i e s
f i e l d . t y p e = ’ Set ’ ) ) )

The Preparation only needs to be performed once per tool,
being less intrusive as possible.

2) Consistency Checking: The consistency checking ap-
plied by our approach is incremental, thus not necessarily all
model elements are checked every time the consistency check-
ing is triggered. More specifically, the consistency checking
(Step B3 in Figure 4) can be triggered by two actions: i)
when CRs are created, deleted, or modified (Step B1); or
ii) when the artifacts are changed (Step B2).

Define Consistency Rules: our approach applies CRs in
the artifacts connected to the DesignSpace server where the
consistency service is running. These rules can be created and
customized using the ARL language. In this approach, we
already provide some rules that aim at addressing the Issues
discussed in Section II. One example of a rule is CR1, which
checks all UML interfaces of a UML model. Another example
of CR provided with the approach is CR2. This rule checks
for inconsistencies considering the fields of IDL messages
and UML interfaces. This addresses the must be consistent
relationship between these two artifacts, illustrated in Figure 2.
The definition of additional CRs is possible by using our
ARL language documentation. Engineers define the CRs by
choosing a context (model element type) and the definition
in ARL as a String. This information is provided in the tools
used, such as Visio, and added to the DesignSpace server.
Once the CRs are added to the server, the consistency checking
mechanism will use them whenever Step B3 is triggered.

Another example of CR applied to the artifacts is described
in CR3. This CR checks if, for a given property of a UML
interface of the type Collection, there is a corresponding field
in the source code with the same name and of the type
Set. Here, the CR is checking the consistency between the
source code and UML. A similar rule can also check the
same type of consistency between the source code and the
IDL messages. The only difference is the context of the rule
and minor modifications to address the IDL message structure.
The approach provides flexibility to the consistency checking



by allowing engineers to create, delete, modify, enable and
disable CRs at runtime.

Change Artifacts: the consistency checking service listens
for changes in the artifacts analyzing if the model element
changed is part of any CRs’ context. For instance, CR1, CR2,
and CR3 have the context of UML interfaces. Thus, if a UML
interface is modified, this change triggers the consistency
checking service to start evaluating CR1, CR2, and CR3 for
this interface. Note that only the rules that have UML interface
as context are evaluated (or re-evaluated). However, changing
a UML property also changes the UML interface, depending
on the operation performed. For example, if the property is
deleted, then the UML interface will have fewer properties,
triggering the consistency checking service.

Perform Consistency Checking: once the consistency
checking is triggered, either by Steps B1 or B2, the model
elements that are in the context of the CRs are evaluated.
To describe how consistency checking is applied to CRs, we
can consider CR2. If the service was triggered by Step B1,
CR2 is applied to all model elements of its context, UML
interface (Context in CR2), creating CREs. If the service was
triggered by Step B2, however, only model elements that
were changed and are in the context of the rule are evaluated.
Continuing on the definition of CR2, the consistency check-
ing service accesses the property “linkedIDLMessages.traces”
from each UML interface. This property contains a collection
with all trace links created between UML classes and IDL
messages (Step A2). The CRs’ definition in ARL is parsed
using a compiler that calls functions for each one of the ARL
expression types present in the CR. For instance, in CR2 the
forAll iterator is used to check if, for all fields of an IDL
message in that trace link, there is at least one UML property
(exists iterator) corresponding to the IDL field. This is
performed by two equals (=) expressions “idlField.identifier =
umlProperty.identifier” and “idlField.type = umlProperty.type”
connected by an and conjunction. Thus, the functions called
by the parser correspond to the forAll, exists, and to
the and conjunction with the two equals expressions. The
approach structures the evaluation of a CR as a tree where,
in this case, the forAll expression would be the parent
of the exists expression which is the parent of the and
conjunction. The calculation of the CRE also considers this
tree structure, i.e., the results of the leaf nodes and the parent
nodes are combined. For example, a forAll expression needs
all the child nodes to be consistent. If the CRE of all child
nodes results in true, there are no inconsistencies in the given
UML interface. If the result of any child node is false, the
parent node is also false due to the forAll logic.

Once the consistency checking is finished, feedback is given
to the engineer (Step B3 in Figure 4). Figure 6 illustrates
an example of the feedback given in Visio. The consistency
feedback in the tool is given as a comment added to the
inconsistent element, in this case, the Obstacle interface.
Furthermore, the tool changes the color of the inconsistent
element (by default the inconsistent element is changed to red,
but the engineer can customize that).

Fig. 6: Excerpt of Visio showing the consistency feedback as
a comment.

Fig. 7: Excerpt of IntelliJ showing the consistency feedback
as a warning.

Figure 7 shows an example of the feedback given as a
warning in IntelliJ IDEA. The engineer can also customize
how the feedback is given, e.g., underlining, an error message,
or a warning.4 The approach proposed can be applied as the
solution for the industrial scenario presented in Section II.
Our approach, however, can be extended to be applied in
different scenarios where different tools are used. We discuss
and demonstrate this in the next section.

IV. EVALUATION OF THE APPROACH

In this section, we describe how the proposed approach is
applied in the industrial scenario. We also present and discuss
a scalability evaluation.

A. Application to Industrial Scenario

Addressing the Issues: rules such as CR1 and CR2 are de-
signed and provided to the industry partner to address Issues 1
and 2. The application of these rules by our approach can be
used to automatically detect inconsistencies in their context,
increasing the awareness of engineers about the consistency
of the artifacts. Furthermore, additional CRs are applied to
check if the IDL messages have trace links to the UML
interfaces since all IDL messages must be represented as
UML interfaces, and vice-versa (CRs 7 and 8).5 These rules
are not detailed in this paper, for the sake of simplicity. In

4Video demos for the tools are available at our online repository [19].
5All CRs applied to the industrial scenario are available in our reposi-

tory [19].



addition, CR3 is defined to address Issue 3 as we aim at
giving a customizable mechanism for engineers. Hence, the
tool adapters that we developed for the tools allow engineers
to edit the CRs at runtime. CR3, for instance, could be
customized to check if the field is implemented as List.
Furthermore, the tool adapters also allow engineers to have two
or more CRs with similar scopes, e.g., one CR for checking
if the collection is implemented as a Set and another CR
for checking if the collection is implemented as a List. The
tool adapters also allow engineers to enable and disable CRs
at runtime enhancing the customization of the consistency
checking service.

Addressing the requirements: transforming artifacts of dif-
ferent types into a unique representation allows the approach to
use the same checking service independently of the domain.
The only requirement is to apply a transformation from the
original format, e.g., Java, into the unique representation. To
do this, we implement tool adapters as plugins in the tools
that create these artifacts. By applying this strategy, we can
easily apply our approach to tools that are already used by
the industry partner, addressing their requirement for a non-
intrusive approach. Furthermore, the unique representation
allows us to extend the applicability of the approach to any
tool that supports a property/value relationship between model
elements. It is important, however, to check the scalability of
the approach as it may be required to apply it in projects larger
than the one from our industrial partner.

B. Scalability of the approach

We aim at investigating the scalability of the trace and con-
sistency checking services by applying our approach to large
systems. Since the system from the industry partner cannot be
presented in detail due to a confidentiality agreement, we do
not use it in this evaluation.

Evaluation design: we evaluate our approach’s scalability
by considering three Research Questions (RQ):

RQ1. To what extent is our approach scalable, considering
the number of CREs and inconsistencies that can be
identified?

RQ2. What is the time required for applying the consistency
checking and trace services?

RQ3. How does the approach react to changes performed
in the artifacts connected?

To answer the RQs, we selected six real systems imple-
mented in Java. These systems are shown in Table I and have
been used for evaluating related work [20], [21]. Three of these
systems (S1, S2, and S3) already possessed UML models.
This is required for evaluating the trace service considering
different model types. For the other three systems (S4, S5,
and S6) we reverse-engineered the source code to generate
the UML models. The reverse engineering was performed
using Modelio.6 We applied the consistency checking and trace
services using a bidirectional strategy.

6Modelio (https://www.modelio.org/).

TABLE I: Systems used in the scalability evaluation.

Id Name # elements # CREs # incons.
Java UML Total

S1 VOD3 15386 1706 17092 13061 8304
S2 BiterRobocupC. 15588 2628 18216 15033 8334
S3 ObstacleRace 18051 3216 21267 16034 10824
S4 Gantt 11281 9780 21061 10175 2208
S5 BankApp. 4185 3428 7613 3609 812
S6 TaxiSystem 3969 4231 8200 3943 1283

We applied 28 CRs in the systems, where 14 CRs checked
if Java source code was consistent with the UML models and
14 CRs checked if the UML models were consistent with the
source code. These CRs were defined based on standard UML
and Java constraint-based mechanisms [?], [4]. Collecting the
data about the number of CREs and inconsistencies identified
in these systems is used to answer RQ1. We also measure
the runtime required for performing these tasks, including the
creation of traces (RQ2).

Furthermore, to collect data to answer RQ3, we simulated
engineer’s changes based on common refactoring changes ap-
plied in real systems [22]–[24]. More specifically, we applied
nine different types of changes for Java source code: Extract
Method, Move Method, Rename Method, Delete Method, Re-
name Field, Move Field, Delete Field, Rename Class, and
Delete Class. We also applied nine types of changes for the
UML models: Extract Operation, Move Operation, Rename
Operation, Delete Operation, Rename Property, Move Prop-
erty, Delete Property, Rename UML Class, and Delete UML
Class. For each change type, we applied 100 changes in
100 random model elements (one change per model element)
for each system. This distribution resulted in 1,800 changes
performed for each system. After the execution of each change,
we collected the data related to the CREs evaluated, inconsis-
tencies created and runtime required.

The specifications for the execution environment are an Intel
Core i7-7700 CPU @3.6GHz with 16GB RAM (8GB available
for the DesignSpace server) and Windows 10 x64-based. The
evaluation data, Java source code, UML models, as well as
the CRs used, are available at our online repository [19].

Answering the RQs: Table I shows that the size of the
systems (# elements) ranges from 7,613 (S5) to 21,267 (S3)
in total, being from 3,969 to 18,051 considering Java elements
and from 3,428 to 9,780 considering UML elements. Consid-
ering the results about CREs and inconsistencies found per
system (see Table I), the approach created from 3,609 (S5)
to 16,034 CREs (S3). This led to the identification of several
inconsistencies ranging from 812 (S5) to 10,824 (S3). We also
consider the results of CREs and inconsistencies generated per
each CR applied, illustrated in Figure 8. Most CRs generated
less than 2,600 CREs for all systems, with two exceptions
being CR3B and CR9B [19]. Firstly, CR3B checks if all
methods in a Java class have trace links to the corresponding
UML operations. Secondly, CR9B checks if the return type of
the Java method matches the return type of the corresponding
UML operation.

https://www.modelio.org/
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Fig. 8: CREs and inconsistencies per CR.

Since the number of methods in the systems was always
larger than the number of classes or fields (the other two
types of elements evaluated by CRs), it was expected that
the number of CREs for CRs checking methods would be
higher. Considering these results, we argue that the consistency
checking service is scalable, as it can be applied in large
systems to create CREs and identify several inconsistencies
(RQ1).

Furthermore, the result regarding the number of inconsis-
tencies of some CRs (Figure 8) is directly impacted by the
number of traces generated or missing. Considering CR3B,
for instance, if a trace between a Java method and a UML
operation is not created by the trace service, that method is
considered inconsistent. Table II shows the results regarding
the number of traces generated between Java classes, methods,
and fields to UML classes, operations, and properties, respec-
tively. Column # elements shows the number of elements that
were considered for the trace service, namely java classes,
methods, and fields. We only considered these elements, as
the CRs applied were also designed for the context of these
elements. However, other elements from the systems were
also analyzed by the consistency service by using the traces.
For instance, rules CR10A/CR10B (see [19]) check if the
parameters of a method are the same in both source code and
models, respectively. Since we have the traces of the methods,
we can access their parameters, avoiding the need to create
traces between parameters.

Table II also shows the number and percentage of traces
generated from the elements considered (Column # traces).
For the three systems that were not reverse-engineered (S1,
S2, and S3), the trace service generated between 11% and
28% traces between elements. By applying the CRs that
check for traces, however, we can identify the elements for
which the traces were not generated. These traces can be
created manually by an engineer. These tasks are related to the
A.Preparation (Figure 4) and only need to be performed
once for each tool. Furthermore, the traces created for S4, S5,
and S6 did not cover 100% of the elements used.

TABLE II: Summary of results of applying the trace service.

System # elements # traces (%) Time (ms) Avg. time (ms)
S1 2989 617 (20) 519.97 0.17
S2 3230 909 (28) 484.54 0.15
S3 3708 411 (11) 634.48 0.17
S4 1589 1447 (91) 481.34 0.3
S5 527 490 (92) 109.03 0.21
S6 392 387 (98) 98.04 0.25

# elements: java classes, methods, and fields
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Fig. 9: Time required for creating CREs per system.

The results considering the number of traces for S4, S5, and
S6 is the main reason why these systems also presented several
inconsistencies (Table I), although their UML models were
created by reverse engineering the source code. Considering
these results, we argue that the trace service is scalable (RQ1)
as it can be applied in large systems to generate traces. There
is, however, a limitation with the strategy of generating traces
based on naming, requiring additional effort from engineers.

Figure 9 shows the results related to the runtime time (in
microseconds µs) that our approach takes to create a CRE per
system. The time stayed between 1 and less than 250 µs (0.25
milliseconds) per system. The median, for all systems, stayed
below 100 µs. Considering the results from Table I, S3 was
the system with the most CREs created (16,034). The worst
time for evaluating a CRE in S3 was 76.06 µs. This means,
that the runtime for evaluating the whole S3 system, in the
worst case, would be around 1,219,546.04 µs or 1.21 seconds.
Thus, we argue that the runtime results are satisfactory as,
even for evaluating the whole system, the required runtime is
acceptable. Furthermore, the runtime for generating all traces
for S3 was 634.48 ms (0.63 seconds), averaging 0.3 ms per
trace (Table II). Hence, our approach can be applied within a
reasonable amount of time (RQ2).

Figure 10 shows the results related to the average number
of CREs and inconsistencies created by each change type
applied per system (RQ3). Two change types (Delete UML
Class and Extract Operation) are not displayed in the figure,
as they led to zero CREs being created. Furthermore, the CREs
created per change, on average, present little impact on the
performance of the approach. This is supported by the average
runtime for creating each CRE per change (Figure 11).
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Fig. 11: Time required for creating CREs per change type.

Figure 11 shows that the runtime required to create each
CRE per change stayed between 1 and 250 µs with the median
staying below 50 µs for all change types. This implies that,
in the worst case, considering the number of CREs created,
the Move Property change creates 3 CREs on average and
takes at most 250 µs per CRE, totalizing 750 µs, i.e, 0.75 ms.
Hence, our approach can react to changes performed in the
artifacts, re-evaluating the CRs affected by the changes within
a reasonable amount of time (RQ3).

The results of the scalability evaluation demonstrate that
our approach may be applied in other contexts, besides the
industrial scenario from our partner. Furthermore, we could
also identify limitations in the approach that must be addressed
in the future.

Threats to the validity of the scalability evaluation: the
selection of the systems used in the evaluation may be an
internal threat. For mitigating this threat, we selected real
systems from open-source projects. This resulted in a total
of 61,855 of CREs created, aggregating to a total amount of

31.765 inconsistencies. These numbers show that the systems
used are varied enough for supporting our findings. Another
threat is the CRs used, as inconsistencies are found based
on these rules. To mitigate this threat, we defined a varied
set of rules with different sizes and expression types that
evaluate different contexts [19]. We created these rules based
on standard UML and Java consistency mechanisms [?], [4].
The results regarding the number of evaluations per system
support our claim that this threat was mitigated as around
50% of the model elements were evaluated per system. This
shows the variety of CRs, as they were not only checking the
consistency of a small set of model elements per system.

An external threat is related to the generalization of our
results to other domains. In this evaluation, we used Java
source code and UML models, so we only have evidence to
support the scalability of our approach with these types of arti-
facts. Our approach, however, was also applied in the scenario
provided by the industry partner. In this scenario, a different
set of CRs, artifacts, and traces are created. Furthermore, the
trace and consistency checking services used for the Java/UML
consistency checking are the same as applied to the Visio, IDL,
and source code checking in the industrial scenario.

A conclusion threat is related to the changes considered for
RQ3 data collection. To simulate changes that may be applied
by real engineers, we define the type of changes based on the
most used refactoring actions applied in source code [22]–
[24]. Since these are changes created synthetically, they may
still not reflect real changes created by engineers. However,
the changes were created to observe how our approach reacts
to them. So, although synthetic, the changes provided us with
the data required to answer RQ3 (number of CREs created
and runtime).

C. Limitations and Future Work

Challenges of extending the approach: there are limita-
tions in connecting artifacts from different domains to a single
server such as DesignSpace. Since different tools use different
metamodels, e.g, UML classes have “operations” while Java
classes have “methods”, applying the same consistency check-
ing service in different artifacts is challenging. Thus, once the
connection is performed, the artifacts from the engineering
tools have to be transformed using the unique representation
depicted in Figure 3. This transformation is performed to
guarantee that artifacts of different types, e.g., Java and UML,
can be checked using the same consistency checking service.
This transformation, however, may lead to important data from
the original artifact being lost due to the limitation of the
unique representation. Data loss is a common problem of
cross-domain solutions that may lead to consistency checking
not being performed correctly [2].

When designing the tool adapters, we have to carefully
analyze the data required for the trace and consistency services
to work properly. Furthermore, adapters of tools that allow
the creation of different types of artifacts may not work for
all artifacts created by these tools. The Visio tool adapter, for
instance, was designed to send information about all shapes



from Visio. However, the parser used to transform these shapes
into a unique representation considers only UML models and
their structure. This means that if another kind of shape is used,
e.g., a BPMN shape, the parser will not be able to transform
it into the unique representation used by DesignSpace. Other
tools, such as Papyrus UML, rely on the use of the well-
defined Eclipse Modeling Framework (EMF) [25] that is used
for all artifacts created using that tool. In this case, we can
parse any artifact of that tool to our unique representation,
as long as we follow the EMF structure. Hence, for some
tools, tool adapters have to be developed in a domain-specific
manner not being applied in all artifacts of that tool. This
is an open challenge in our research that will be further
explored in future work. We do, however, have applied similar
approaches for consistency checking in a variety of different
artifacts, showing the potential extensibility of the unique
representation [15], [26], [27].

Another challenge is related to the effort and costs of
deploying the approach in different industrial scenarios. The
varied number of artifacts, engineers, and tools being used
in projects can have a direct impact on the cost/effort of
applying the approach. Moreover, the larger the project, the
more resources need to be available for the DesignSpace
server to run the services. A possible strategy to address
this challenge is to implement a decentralized solution as a
microservice architecture. Evaluating the impact of having this
type of architecture, however, remains a future work.

Consistency checking is only the first step: once incon-
sistencies are found in the artifacts, they need to be repaired.
The approach presented in this work does not directly pro-
vide repairs to engineers. It does, however, provide guidance
on how to repair inconsistencies by providing consistency
feedback. With this feedback, engineers can reason about
the inconsistencies that should be fixed. The generation of
repairs based on CRs has been explored in the literature [16],
[28]–[31]. These approaches, however, focus on generating
repairs for single artifact types, e.g., UML. We plan to extend
our current approach to provide repair generation based on
these repair approaches. The generation of repairs should be
customizable, similar to how the consistency checking is,
by providing rules to filter out repairs not desired by the
engineers. For instance, filtering our repairs that affect the
Visio models and keeping only repairs that affect the IDL
messages.

V. RELATED WORK

In this section, we present work related to our research.
Unique representation: while designing the unique represen-
tation, we considered using EMF [25], [32], more specifically
Ecore, as a basis for collaborative modeling. We decided to
abandon this concept in favor of a typed, more lightweight,
uniform artifact representation not tied to the Ecore/Eclipse
framework. The main reason for not applying Ecore is to sim-
plify the model representation, including only properties that
would be needed for the communication between engineering
tools, tool adapters, and the DesignSpace server. Moreover,

the use of Ecore would lead our representation to contain
properties and elements that are not necessarily useful for our
services. Another reason for creating our own representation
is the possibility to extend it based on the requirements related
to the services running on the DesignSpace server for different
types of artifacts and tools.

Consistency checking considering different types of arti-
facts: consistency checking has been applied in artifacts of
different domains, with a focus on models [2], [5], [16], [33]–
[36]. Furthermore, consistency checking can be performed
with different strategies such as applying patterns, relying on
ontology, or using constraints in form of CRs [2]. In our
approach, we rely on the definition and execution of CRs.
In this sense, CRs can be defined using different languages.
Studies focusing on UML consistency checking were able
to identify how 94 primary sources define CRs [?], [1], [2].
The results show that plain English was used in 29% of the
approaches and OCL in 21%, the second most adopted. They
also identified the type of diagram most used for consistency
checking, being class diagram (67%) the most used, and
sequence diagram (45%) the second most used. Although in
this paper, the CRs used for the scalability evaluation focused
on class diagrams, our approach can be applied in any UML
diagram based on the context of the CRs defined.

The review by Torres et al. [2] identified and analyzed 80
different consistency checking tools. Their findings, however,
showed that only 32 tools (40%) provided consistency check-
ing for more than one type of model. Another limitation is
related to the strategies applied to keep artifacts of different
domains consistent. They report that most approaches are not
mature, may cause data loss, and only work for specific tools.
To address these limitations, our work has used trace links to
connect artifacts of different tools into a single central consis-
tency checking service. By applying our unique representation,
we can transform artifacts into equivalent models and perform
consistency checking on them.

Other systematic studies have discussed the importance and
applicability of consistency checking in design models, such
as UML [4]. The authors also discussed the lack of vertical
consistency checking in most approaches. Vertical consis-
tency checking is related to how our approach may perform
bidirectional consistency checking, for instance, checking for
traces between both UML and IDL, and then checking for
their properties and fields. Most approaches would only check
for them individually, e.g., only looking at the UML. As
discussed previously, this may reduce the flexibility of the
consistency checking and may not conform to the engineer’s
preferences. Hence, our approach addresses this problem by
allowing bidirectional consistency checking across multiple
tools. This strategy is novel compared to the majority of
consistency checking approaches [5], [33]–[36]. There are,
however, several approaches describing the consistency check-
ing between source code and models, as described next.

Consistency checking between source code and models:
several approaches address this topic using different strate-



gies [37]–[47]. Kaliappan et al. [36] present an approach that
guides engineers to maintain design models consistent, by
checking their differences with the source code implemented
in C#. They apply their approach in three types of UML dia-
grams, namely, class, use case, and sequence. Their approach,
however, is limited to the traditional way that CRs are applied,
without customization possibilities. Khelladi et al. [10], [35]
apply the use of change propagation, evolving source code
based on changes found in metamodels related to the code.
Although their approach does not apply CRs, their goal is
to keep source code and models consistent by maintaining
them synchronized. Their approach is implemented into a
prototype that supports EMF models and Java source code.
In comparison to our work, as their approach does not use
CRs, it provides fewer customization options regarding how
inconsistencies should be found.

The lack of customization options is a limitation in ap-
proaches that rely on the automatic generation of code from
models, or models from code [48]–[50]. Automated code
generation usually requires additional configuration and steps
that may be too intrusive to the scenario from our industry
partner. Furthermore, applying code generation would impact
the results related to Issue 3, since the flexibility of the
approach would be reduced. This could lead the solution to
disrupt the current development life-cycle, going against the
requirements of the industry partner. Another aspect where
automatic generation may struggle is dealing with ambiguity
when generating artifacts. This ambiguity problem (Issue 3)
needs to be addressed as it may lead to wrong code/models be-
ing generated. Allowing the customization of the consistency
checking mechanism considering different tools and CRs is a
novel aspect of our study in comparison to the aforementioned
approaches.

VI. CONCLUSION

In this study, we present an approach designed to solve
issues and requirements from an industrial scenario of a com-
pany that develops agricultural machines. Our solution was
developed in collaboration with Flanders Make and provides
consistency checking and trace services that can be applied
to maintain consistency across engineering artifacts from
different tools. We demonstrate how the approach addresses
the issues in the industrial scenario, also presenting results
of an empirical evaluation considering the scalability of the
approach. Future directions and limitations are also discussed,
such as extending the approach to different domains and
providing repairs for the inconsistencies identified.

VII. DATA AVAILABILITY

The evaluation’s artifacts as well as demo videos of the
approach are available in an online repository [19].
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